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Abstract. We have not found in the computer graphics literature what we believe

may be the simplest algorithm for implementing a 3D rotation with a mouse. We

present this algorithm, and observe that it leads to new mathematical realizations
of the 3D rotation group and its double-cover, the unit quaternions. We use this to

obtain an algorithm for interpolating rotations of a 3D scene that is more efficient

than the standard quaternion based methods, and also to derive the quaternion
composition formula from the geometry of 3D rotations.

1. Implementing prescribed rotations by reflecting pairs.

There are many methods well-known in computer graphics for implementing
a three-dimensional rotation R ∈ SO(3) specified by two-dimensional user input
from various controllers, e.g., a joystick, a trackball, or a mouse (e.g., [5–7, 22, 40–
41]). These algorithms are typically based on a dynamic mapping of the position
of the controller to a unit vector in R3 (we describe below the procedure for the
case of a mouse used as a virtual trackball). Such a mapping converts the initial
position of the controller to a unit vector uI ∈ R3, and when that position is
moved, the final position is converted to a second unit vector uF ∈ R3. For the
object on the screen to follow the mouse naturally, as if it were being dragged,
we must perform a rotation ρ on it satisfying uF := ρuI . But there are infinitely
many such rotations, since we could also perform any rotation about uI , followed
by ρ, followed by any rotation about uF , and still have uI map to uF . However,
if uF 6= −uI , there is a unique rotation that takes uI to uF and that acts as the
identity on the orthogonal complement of V := span{uI ,uF }. It is this rotation
that is conventionally specified by giving a unit vector and its image, and we call
it the transvection ([4, 21, 49]) taking uI to uF , denoted T(uI ,uF ). Note that, by
orthogonality, T(uI ,uF ) preserves V .

In the computer graphics literature, a number of different methods have been
recommended for implementing T(uI ,uF ), including: construction of the rotation
matrix (Chen, [5–7, 28)), using axis-angle (Euler-Rodrigues) formulas ([14, 26,
31, 32, 35]), construction of a unit quaternion, Q, and then conjugating by Q or
else converting Q to a matrix (Shoemake, [40–41]), and even using Euler angles.
Similar needs for specifying, implementing, and composing rotations, and proposed
solutions in terms of quaternions and matrices also arise in other fields, including
robotics ([11, 27, 37, 38]), photogrammetry ([25]), and rocket motion control ([45]).
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Here we present a simpler approach that we have not seen discussed elsewhere
in the computer graphics literature and that we feel has numerous advantages. Let
s = uI + uF and c = 2

s·s . Then for any v ∈ Rn, if we let w = 2(v · uI)uI − v,
we find T(uI ,uF )v = c(w · s)s−w. This requires for each v two dot products and
scalar multiplications and essentially no overhead, while by contrast, if R is the
matrix of T(uI ,uF ), then computing Rv not only involves three dot products for
each v, but also has the extra overhead of first requiring that we construct R from
uI and uF . The advantage is most pronounced when rotating a single object or
scene, since then (see the appendix for details) we only need to perform the inverse
rotation on the few vectors that define our perspective viewing frame, rather than
having to rotate the many points defining the polygons of the object itself, so the
overhead of computing R becomes significant. (Note that the inverse rotation is
obtained just by reversing the roles of uI and uF above.)

To understand this algorithm better, we recall the the more familiar represen-
tation of a rotation as the composition of reflection in two planes. The two steps
above are reflections in lines, a less familiar concept. In general, reflection in a
subspace is the linear operator that acts as the identity on that subspace and mi-
nus the identity on its orthogonal complement. By Pythagoras, any reflection is
distance preserving, and orientation reversing or preserving depending on whether
the orthogonal complement is odd or even dimensional. But in either case, the
composition of two reflections is distance and orientation preserving, i.e., a rota-
tion. Note that any reflection ρ is its own inverse, and is therefore symmetric, since
it is also orthogonal, i.e., ρT ρ = I.

If U is the subspace spanned by a unit vector u ∈ R3, the operator ρU performing
reflection in U is given explicitly by the formula ρU = ρu = 2Pu−I, where Pu is the
orthogonal projection on U (or u), Puv = (v ·u)u and so ρuv = 2(v ·u)u−v. We
check that if v = u, ρuv = 2(u ·u)u−u = u, so v is fixed, and if v is orthogonal to
u, ρuv = 2(v ·u)u−v = −v, so v is reversed, which verifies the defining properties
of the reflection in U .

The algorithm presented above is equivalent to T(uI ,uF ) = ρbρuI
where b = s

||s||
is the unit bisector of uI and uF , since the factor c implicitly normalizes s = uI+uF ,
without taking a square root. To see this we use the fact that d = uI − uF is
orthogonal to s, and that uI = 1

2 (s + d), uF = 1
2 (s − d), and the properties

of reflections, which confirms that ρbρuI
uI = ρbuI = uF (see Figure 1). Also,

since ρuI
reverses the orthogonal complement of uI , and ρb reverses the orthogonal

complement of b, their composition acts as the identity on the intersection of their
complements, which is the same as the orthogonal complement of the span of uI
and b, or uF .
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We call an ordered pair of unit vectors (u0,u1) whose reflection operators implement
a transvection a reflecting pair for that transvection. We make the preliminary
observation that (uI ,b) and (b,uF ) are both reflecting pairs for T(uI ,uF ), since by
arguments parallel to those above, ρuF

ρbuI = ρuF
uF = uF , and ρuF

ρb acts as the
identity on the orthogonal complement of the span of uI and uF .

Perhaps more geometrically, we can interpret this algorithm in terms of its re-
striction to a sphere, and a globe of the Earth in particular. In this setting, reflection
in an axis through some city N , (‘reflection in N ’) corresponds to swapping all pairs
of cities that are equidistant from N on any great circle through N . Then if we
imagine N = New York to be the midpoint of B = Boston and W = Washington,
DC, we accomplish the rotation of the globe taking B to W and preserving the
great circle joining them by reflecting in B, then reflecting in N . The argument is
that the first reflection fixes B, the second swaps B and W since they are equidis-
tant from N , and both reflections preserve all distances and reverse all great circles
through B and W , respectively. Therefore, their composition preserves the great
circle containing both, and its orientation, i.e., this is the transvection taking B to
W . Again, we could also reflect first in N then in W with the same result, or in any
pair of cities on the same great circle whose oriented distance apart is the same. In
the next section we will consider the question of the complete set of reflecting pairs
corresponding to a particular transvection, and its consequences.

This algorithm could certainly also be specified in terms of commonly used
Householder reflections in planes, I − 2uuT = −ρu, since the two minus signs
cancel, but perhaps the fact that the normal to the fixed plane, u, is reversed in-
stead of fixed is why this approach has been ignored thus far. It may also be that
ever since Euler’s Theorem on the axis of a three-dimensional rotation ([13, 29–30]),
the axis-angle description of a rotation has supplanted all others. Here we observe
that not only is it possible to omit the axis entirely from the computation, but also
that it seems as physically natural to specify a rotation of a ball by pulling it along
an equator as it is to twirl it about some axis.

Another advantage, beyond simplicity, is that nothing in the above depended
upon the dimension of R3, and the same construction is valid in any Rn. Indeed,
the concept of transvection and the inspiration for the algorithm comes from Élie
Cartan’s beautiful theory of symmetric spaces ([4, 21]), and much of the above
generalizes to that much broader context.

In the next section we will describe other consequences of this approach, includ-
ing an algorithm for interpolating rotations, and a simple geometric realization of
quaternions and derivation of their composition law.

2. Using Equivalent Reflecting Pairs for
Composing and Interpolating Rotations

As we have noted above, ρbρuI
and ρuF

ρb are equivalent to the unique rotation
T(uI ,uF ) that takes uI to uF and acts as the identity on the orthogonal complement
of the span of uI and uF . It is natural to expect if there are two such reflecting
pairs, then there are more, and to ask what are all reflecting pairs correspond to
the same rotation. Geometrically, it is intuitively clear that if u′0 and u′1 are any
two unit vectors spanning the same two-dimensional subspace as u0 and u1, and
the oriented angle between u′0 and u′1, and between u0 and u1 are the same, then
ρu1ρu0 = ρu′

1
ρu′

0
(see Figure 2).
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To prove this rigorously, we can use the conjugate relation between a rotation R
and a reflection ρ: ρRuv = RρuR−1v. Algebraically, if we define the map Q from
reflecting pairs to R1 × R3 by

Q : (u0,u1)→ Q(u0,u1) = [q,q] = [u0 · u1,u0 × u1],

this condition is equivalent to Q(u0,u1) = Q(u′0,u
′
1). We call q the scalar part of

Q and q the vector part. It is an elementary vector identity that for any vectors
u0,u1 in R3, (u0 · u1)2 + ||u0 × u1||2 = ||u0||2||u1||2, so we see that if we identify
R1×R3 with R4, Q maps reflecting pairs of unit vectors to the unit sphere, S3 ⊆ R4.

We have also noted that reflecting in u is the same as reflecting in −u. There-
fore, if we reverse either u0 or u1, we do not affect the resulting rotation, although
both the scalar and vector parts of the resulting Q are reversed. If we reverse both
u0 and u1, we have just performed a half-turn rotation in the u0–u1 plane, and
geometry and algebra both tell us that the scalar and vector parts of the resulting
Q are unchanged. Symbolically, we can write this as Q(−u0,u1) = Q(u0,−u1) =
−Q(u0,u1) = −Q(−u0,−u1), where negation is meant component-wise in R1 ×
R3 ≡ R4, and for the rotations, T(−u0,u1) = T(u0,−u1) = T(u0,u1) = T(−u0,−u1).
It is not hard to show that no other reflecting pairs correspond to the same ro-
tation, in other words, T(u0,u1) = T(u′

0,u
′
1)

if and only if Q(u0,u1) = Q(u′0,u
′
1)

or Q(u0,u1) = −Q(u′0,u
′
1). (This includes the special cases when u0 = ±u1, for

which T(u0,u1) = I, the identity rotation, and Q(u0,u1) = ±[1, 〈0, 0, 0〉].)
This brings us to the second main topic of the paper. The equivalence classes

of reflecting pairs under the equivalence relation (u0,u1) = (u′0,u
′
1) if and only if

Q(u0,u1) = Q(u′0,u
′
1) is isomorphic to (and gives a useful geometric realization of)

the unit quaternion group, SU(2). (See [29] for an excellent modern introduction
to the relationship between the Lie groups SO(3) and SU(2), Cayley-Klein param-
eters, Pauli matrices and spinors.) The equivalence classes of reflecting pairs under
the equivalence relation (u0,u1) = (u′0,u

′
1) if and only if Q(u0,u1) = ±Q(u′0,u

′
1)

is isomorphic to (and gives a useful geometric realization of) the three-dimensional
rotation group, SO(3)

The key to this fact is the following: just as we can define a composition law
for equivalence classes of ordered pairs of points in Euclidean space (i.e., the par-
allelogram law) to realize geometrically composition of translations of Rn, and and
just as we can define a composition for equivalence classes of ordered pairs of unit
vectors in the plane ( i.e., angle addition) to realize geometrically the composition
law for the plane rotation group, SO(2) = U(1), ([3]) in a completely analogous
way we can compose equivalence classes of ordered pairs of reflections to help us
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understand the composition of unit quaternions and rotations in SO(3). If we are
given any two ordered pairs of unit vectors, then since any two planes through the
origin in R3 have non-empty intersection, we can always find two equivalent pairs
with the first unit vector of the second pair, u, equal to the second unit vector of
the first pair. In Figure 3, the original second pair (u′,u′1) is equivalent to (u,u1),
and the original first pair, (u′0,u

′′), not shown, is equivalent to (u0,u). Since the
composition of the original rotations, ρu′

1
ρu′ρu′′ρu′

0
is equivalent to ρu1ρuρuρu0

and because the composition of any reflection with itself is the identity, ρ2
u = I, the

composition of the original rotations is equivalent to ρu1ρu0 , i.e., the correspond-
ing rotation is just the composition of reflection in the first vector of the first pair
followed by reflection in the second vector of the second pair. So we may truly
think of this as ‘vector addition’ or ‘angle addition’ for three-dimensional rotations,
as long as we are careful to remember that the ordered pairs of vectors give the
invariant subspace and half-angle of the rotation, rather than being in an ‘initial-
final’ relation as in the other settings. Given the invariant plane and half-angle
of two rotations, this gives a coordinate-free description of the invariant plane and
half-angle of their composition that we can perform with our fingers just as we do
with displacements or plane rotations. The construction is in some sense dual to
the Euler–Schwarz spherical triangle construction ([1, 9, 34, 36]).

From an algebraic perspective, this construction shows that equivalence classes
of reflecting pairs are closed under composition, that the class (u,u) for any unit
vector u is its identity, and the class of (u0,u1) is the inverse of the class of (u1,u0),
in other words, they form a group.
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It is natural and appealing to take the geometric composition laws we have
described as the starting point to defining the translation group and plane rota-
tion groups, and derive from them the corresponding algebraic rule for composing
equivalence class invariants ([3]). For translations, we find from congruent triangles
that we add the invariants, the displacements in each coordinate, component-wise.
The invariants for plane rotations described as equivalence classes of pairs of unit
vectors in the plane are formally similar to those we use for unit quaternions:
(u0,u1) = (u′0,u

′
1) if and only if Q(u0,u1) = Q(u′0,u

′
1), as long as we interpret

these vectors as unit vectors in R2 by identifying the vector part with its non-
vanishing component. Then Q reduces to a map taking (u0,u1) to 〈cos θ, sin θ〉,
where θ is the oriented angle between u0 and u1. Using congruent and similar trian-
gles, we can derive the composition law for the invariants of plane rotation from the
geometry, just as Wessel ([47, 48]) did in 1797. If the invariants of the plane rotation
taking u0 to u are 〈u0 ·u,u0×u〉 = 〈cos θ1, sin θ1〉 and the invariants of the rotation
taking u to u1 are 〈u ·u1,u×u1〉 = 〈cos θ2, sin θ2〉, then the invariants of the plane
rotation taking u0 to u1 are 〈cos θ1 cos θ2 − sin θ1 sin θ2, cos θ1 sin θ2 + cos θ2 sin θ1〉,
i.e.,

u0 · u1 = (u0 · u)(u · u1)− (u0 × u)(u× u1),

u0 × u1 = (u0 · u)(u× u1) + (u · u1)(u0 × u).

We now ask if we can perform the corresponding analysis for reflecting pairs
in three-dimensions? The answer is yes, and the resulting composition law con-
tains the plane rotation version as a special case, since the non-commutative three-
dimensional rotation group contains many commutative plane rotation subgroups.
If we denote by u the common intermediate unit vector in our above construction
for composing reflecting pairs, and call the first vector of the first pair u0, and the
second vector of the second pair u1, what we are looking for is an expression for the
invariants of the composed pair, Q(u0,u1) in terms of the invariants of the pairs
being composed, Q(u0,u) and Q(u,u1) (Figure 3). Using Lagrange’s formula and
familiar vector identities, it is not difficult to derive two new vector identities: For
any three unit vectors u0,u,u1 ∈ R3,

u0 · u1 = (u0 · u)(u · u1)− (u0 × u) · (u× u1),

u0 × u1 = (u0 · u)(u× u1) + (u · u1)(u0 × u) + (u× u1)× (u0 × u).

Once derived or if motivated by other considerations, these formulas may also be
easily confirmed using an adapted basis in which u = 〈1, 0, 0〉,u0 = 〈cos θ,− sin θ, 0〉
with cos θ = u0 · u, and calculating the remaining components, by differentiating
to show the right hand sides are constant as u = u(t) is rotated from u(0) = u0

where the formulas hold identically, or checking them on standard basis vectors and
appealing to multilinearity. In terms of the map, Q, if we denote the scalar and
vector parts of Q(u0,u) = [q0,q0], and of Q(u,u1) = [q1,q1], the formula becomes

Q(u0,u1) = [q0q1 − q0 · q1, q0q1 + q1q0 + q1 × q0].

This is quaternion multiplication ([15,16]), also known as the Rodrigues com-
position formula ([1, 2, 35, 45]), motivated and derived here from the geometry of
rotation using reflecting pairs. If u0,u, and u1 are co-planar, so q1 × q0 = 0, this
reduces to the complex multiplication formula above, as claimed.
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If we keep the plus and minus classes distinct, equivalence classes of reflecting pairs
is isomorphic to the unit quaternions, SU(2), and if we identify them, the classes
we obtain are isomorphic to the the three-dimensional rotation group, SO(3).

As an example, if we take u0 = 〈1, 0, 0〉, u = 〈0, 0,−1〉, and u1 = 〈0, 1, 0〉,
Q(u0,u) = [q0,q0] = [0, 〈0, 1, 0〉], Q(u,u1) = [q1,q1] = [0, 〈1, 0, 0〉], and either
directly or using the composition rule, Q(u0,u1) = [0, 〈0, 0, 1〉], which in Hamil-
ton’s notation would be written ‘ij = k’. Note that when we interpret ij, the
half-turn rotation about the y-axis corresponding to j, reflection in u0 then in u,
is performed first, in the order of function composition. This is followed by the
half-turn rotation about the x-axis corresponding to i, reflection in u then in u1, to
obtain the half-turn rotation about the z-axis corresponding to k, reflection in u0

then in u1. (See <http://www.math.utah.edu/∼palais/transvection.html>
for interactive visualizations.) Note the different geometric interpretations of the
quaternion i as a half-turn rotation about the x−axis and the complex number i,
which we think of geometrically as a quarter-turn rotation in the x–y plane! Con-
sequently, since i2 = −1 in both cases, the complex number −1 corresponds to a
half-turn rotation in the x–y plane, while the unit quaternion −1 = [−1, 〈0, 0, 0〉]
corresponds to reflection in two opposite unit vectors, i.e, the identity.

This realization makes it easy to ‘see’ unit quaternions and hence S3 no less
concretely than conventional vectors in R3. In other words, just as we think of the
vector v = 〈v1, v2, v3〉 ∈ R3 as any pair of points ((t1, t2, t3), (h1, h2, h3)) satisfying
hj − tj = vj , j = 1, 2, 3, and the rotation in the plane by an angle θ, z = eiθ =
(cos θ, sin θ) as any pair of unit vectors in R2, (u = 〈u1, u2〉,v = 〈v1, v2〉) satisfying
(u · v,u × v) = (u1v1 + u2v2, u1v2 − u2v1) = (cos θ, sin θ), we may think of the
unit quaternion Q = [q,q] as any pair of unit vectors in R3, (u0,u1) satisfying
[u · v,u× v] = [q,q].

In addition to composition, many other standard quaternion constructions can be
understood in this framework. Negation, as we have seen, corresponds to reversing
either unit vector of an ordered pair, and gives the well-known double-covering
of the three-dimensional rotation group by the unit quaternions a simple visual
interpretation. Since we can invert two reflections by performing them in the reverse
order, we obtain the inverse of a geometric quaternion by reversing the order of its
pair. Since the scalar product is symmetric with respect to reversing order, but the
vector product is anti-symmetric, this correctly corresponds to conjugation of the
associated unit quaternion in its standard representation in S3 ⊂ R4. In Figure
3, (u,u) is one representative of the identiy, +1, (u,−u) is a representative of
−1. Since Q1 = Q(u,u1) = [q1,q1], we have −Q1 = Q(−u,u1) = [−q1,−q1] =
−[q1,q1], is the opposite quaternion representing the same rotation, and Q∗1 =
Q(u1,u) = [q1,−q1] is the inverse or conjugate quaternion, which along with −Q∗1
corresponds to the inverse rotation.

We emphasize that in order for this picture to correspond to the correct rotation,
and to take advantage of its efficiency, we must interpret any such (u0,u1) as a
reflecting pair, so if this rotation R = ρu1ρu0 has axis n and angle θ, we see
that [u · v,u × v] = [q,q] = [cos θ2 , sin

θ
2n]. In the case of vectors in Rn or plane

rotations, there are distinguished representatives based at the identity, (0, 0, 0), or
(1, 0), respectively, while in the case of spatial rotations there is not.
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By Euler’s theorem on the axis of a rotation ([13, 29, 30] ) every rotation is a
transvection defined by some pair of unit vectors, so by identifying the two classes
Q and −Q this construction can be modified to give a realization of the three-
dimensional rotation group SO(3) as equivalence classes of ordered pairs of lines
through the origin in R3. Our construction can also be extended to the full quater-
nion algebra by eliminating the restriction that u0 and u1 are unit vectors. Since
both scalar and vector product are bilinear, the operations of addition or scalar mul-
tiplication are realized by finding representatives of two pairs sharing a common
first (or second) vectors, and adding (or scalar multiplying) the other vectors.

This same ‘shared first vector’ construction also arises in an efficient new al-
gorithm for interpolating rotations. The standard method of interpolating rota-
tions R0 and R1 is to interpolate corresponding quaternions Q0 and Q1 along the
shorter arc of the great circle joining them on S3. For this reason the process is
called ‘SLERP’ ([43, 44]), for spherical linear interpolation. (We choose Q1 to be
the closer to Q0 of the two opposite quaternions corresponding to R1.) If we set
θ = arccos(Q0 · Q1) the desired path Q(λ), 0 ≤ λ ≤ 1 joining Q0 = Q(0) and
Q1 = Q(1) is given by Q(λ) = a0(λ)Q0 + a1(λ)Q1, where

a0(λ) =
sin((1− λ)θ)

sin θ
,

and

a1(λ) =
sin(λθ)

sin θ
.

Note that we can replace sin(arccos(Q0 ·Q1) by
√

1− (Q0 ·Q1)2.
Just as in the composition and linear combination constructions, we can always

find unit vectors u,u0, and u1 such that Q(u,u0) = Q0 and Q(u,u1) = Q1. Then
if we perform spherical interpolation from u0 to u1 on S2 ∈ R3 by the analogous
formula u(λ) = a0(λ)u0 + a1(λ)u1, bilinearity guarantees that the resulting pairs
correspond to the standard interpolating path: Q(u,u(λ)) = Q(λ). Using La-
grange’s identity, we can also show that θ = arccos(u0 · u1), i.e. u0 · u1 = Q0 ·Q1,
and again, we can replace sin(arccos(u0 ·u1) by

√
1− (u0 · u1)2. In Figure 3, u(λ)

would be the arc of the great circle joining u0 to u1 (not shown).
The advantage of this method is not simply that we have reduced from four to

three the number of components used when we interpolate and form dot products.
That is true, but not particularly significant. The greater saving is that to rotate
a vector v by each interpolated quaternion Q(λ) in its standard representation in
R4, we must convert Q(λ) to a matrix R = R(Q(λ))using the Euler–Rodrigues
quaternion-to-matrix formula, then multiply Rv, or conjugate quaternion multiply
Q(λ)[0,v]Q∗(λ) = [0,Rv], which requires even more computation. In contrast, the
reflecting pair representation of the interpolating path is ready to act as rotation by
composition of two reflections with no overhead. We do not even need to compute
(and implicitly normalize) a bisector as we did in the trackball application. For any
v ∈ R3, we simply form w = 2(v · u)u− v, and obtain Rv = 2(w · u(λ))u(λ)−w.
As in the first section, the advantage over converting to a matrix is greatest when
there are few vectors to rotate, i.e., when we only need to rotate the viewing frame
for a scene.
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Finally, the reflecting pair realization of SU(2) makes it easy to see and under-
stand the fact that the path in the space of three-dimensional rotations from the
identity to itself consisting of two full rotations about an axis can be continuously
deformed to the constant path at the identity. This fact is the essence of several
well-known topological demonstrations that go by various names such as Dirac’s
Belt (or String) Trick, Feynman’s Philippine Wineglass (or Plate) trick, ([12, 19,
20, 33]) and the Orientation Entanglement property described in the treatment of
spinors in a classic general relativity book [31]. It is also the basis of the fact that
while the homotopy group of loops of plane rotations is isomorphic (via winding
number) to Z, on the other hand, since the loop consisting of two full rotations
about an axis is homotopic in SO(3) to a constant loop, the group of homotopy
classes of loops of spatial rotations is isomorphic to Z/(2).

A path consisting of two full turns about an axis u can be described by a set
of reflecting pairs in which the first unit vector u0 is fixed on the equator of the
axis u on the unit sphere in R3, and the second u1(t) follows a path circling the
same equator once from u0 back to itself. To see this better, note that when the
vectors u1(t) = u0, Q(u0,u1(t)) = [1, 〈0, 0, 0〉], and ρu1(t)ρu0 = I. When they are a
quarter turn apart, Q(u0,u1(t)) = [0,u], is a pure vector quaternion, corresponding
to a half-turn rotation and represented by a symmetric matrix. When we have
gone halfway around the equator, u1(t) = −u0, Q(u0,u1(t)) = [−1, 〈0, 0, 0〉] and
again ρu1(t)ρu0 = I, so we have already completed one full rotation about u. As
u1(t) completes its revolution around the equator back to u0, all we have to do
to deform this path ρu1(t)ρu0 to the constant path at the identity is to deform the
path u1(t) on S2 to the constant path u0. In other words, the reflecting pairs
picture reduces the simple-connectedness of S3 to the simple-connectedness of S2.
Similarly, the fact that one full turn about u is not homotopic to the identity
can be understood by letting u0 be as above, but u1(t) only complete a half-turn
about the equator from u0 to −u0. The corresponding path in the rotation group
completes one full turn about u from the identity back to itself. That this cannot
be deformed to the constant path at the identity is apparent from the fact that
the endpoint of u1(t) cannot be deformed away from −u0 continuously without the
corresponding terminal rotation leaving the identity. In other words, the reflecting
pairs picture reduces the fact that SO(3) is not simply-connected to the fact that
S0 = {+1,−1} is not connected. This formulation also enables us to see that the
demonstration of the orientation entanglement property is simply the union of two
belt trick homotopies, one reflected in the other. (It is interesting to note that if
belt tricks are concatenated periodically instead of reflected, the trick can no longer
be performed!)

Geometric descriptions of composition of rotations in terms of their axes and
angles, foreshadowing the reflecting pair equivalence class construction, may be
found in papers as early as that of Euler ([14]) and Schwarz ([37]) and as recent
as Hestenes ([22, 23]), Conway-Smith ([9]), and Penrose ([35]). See Stillwell’s ex-
cellent article ([46]) as well as Altmann ([1, 2]) for discussions of some historical
aspects. Original formulations of the algebraic composition formula (i.e., quater-
nion multiplication) from different points of view appear in the works of Rodrigues
([36]), Hamilton ([17]), and Cayley ([5]). There are many other nice treatments of
quaternions from various points of view, including algebra analysis, geometry and
visualization, and many applications in visualization, and many areas of physics
and engineering ([10, 12, 18, 19, 20, 25, 26, 28, 29, 42, 43, 46]).
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3. Appendix: Perspective Rendering and
Implementation of a Virtual Trackball

Objects and scenes are rendered using elementary transformations that map a
data point dp ∈ R3 to a pixel on the screen. These mappings depend on the
viewing data, i.e., the viewpoint, vp ∈ R3, from which the point is viewed, and
the viewframe, an orthonormal basis including the normalized viewing direction,
vd = − vp

||vp|| specifying the orientation of the viewer at the viewpoint. In our model
of a scene or single object, instead of moving the data points, it is equivalent to
performing the inverse motion on the viewing frame.

To render a data point, we first map it to its image ip along the line from the
viewpoint to dp that lies in the image plane orthogonal to the view direction (and
passing through the origin.) Thus ip = vp+t(dp−vp), for the value of t satisfying
ip · vp = 0, which leads to t = − ||vp||2

(dp−vp)·vp (see Figure 4).

Note that the numerator is constant as long as the distance from the viewpoint
to the origin is fixed and need not be recomputed. Because this map from R3 to the
image plane does not depend on any particular basis for the image plane, we may
use it to initialize the remaining vectors in the viewframe, ir, iu. These vectors form
an orthonormal basis for the image plane, corresponding to the horizontal right,
and vertical up directions, in the image plane and on the screen. For example, we
may let the initial iu be the projection of 〈0, 0, 1〉 into the image plane as determined
above, and ir = vd× iu.

Our next transformation simply computes the components of ip in this basis,
cj = ip · ij , j = 1, 2. Finally, we assign a pixel to the vector 〈c1, c2〉 ∈ R2 according
to an affine transformation taking the origin 〈0, 0〉 to the pixel 〈pc1, pc2〉 at the
center of the viewing window,and scaled according to the correspondence above:
〈px1, px2〉 = 〈pc1 + s c1, pc2 − s c2〉. Here, s is a scaling factor and the signs
are different because pixels are indexed right and downward instead of the right
and up convention in Cartesian coordinates. The rendering map dp → 〈px1, px2〉
obtained by composing the three transformations described above provides the
basic information required by the standard graphics routines used to draw paths
and polygons.
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When we implement a ‘virtual trackball’ with our mouse, we imagine it is located
at the head of a unit vector um ∈ R3 on the front surface of a transparent unit
sphere centered at the origin, in which our object or scene is embedded. As we
move the mouse, it incrementally drags this sphere, and our scene about its center
at the origin. The pixel at which the mouse is located on screen corresponds to
the vector in the image plane im that is collinear with the viewpoint vp and the
unit mouse vector um. The rendering map is not invertible, however we invert the
latter two transformations taking a vector in the image plane to pixel coordinates
to identify im: im = c1ir + c2iu, where 〈c1, c2〉 = 1

s 〈px1 − pc1, pc2 − px2〉. Now we
can find um by identifying the point on the line joining vp and um whose norm
is 1, (see Figure 5).

Thus um = vp + t(im − vp), for the value of t satisfying um · um = 1, or
q(t) = at2 + bt + c = 0, where a = ||im − vp||2, b = 2(vp · (im − vp)), and
c = ||vp||2 − 1. Note again that c does not change as long as the distance from vp
to the origin is invariant, i.e., that it is only rotated about the origin.

We must consider the possibility of no solution or multiple solutions of the qua-
dratic equation above. Geometrically we see that the cone with vertex at the
viewpoint and tangent to the unit sphere, is tangent along a latitude circle about
the vd axis. If um is on this grazing horizon, the line joining the viewpoint and um
intersects the unit sphere exactly once, between the image plane and the viewpoint.
This line also intersects the image plane on a circle of radius rg, which may be found
using similar triangles and Pythagoras, or by setting the discriminant of q equal to
zero. Both approaches give rg2 = ||vp||2

||vp||2−1 > 1. If ||im||2 > rg2, the line joining
the viewpoint and im does not intersect the unit sphere, and we set um = im

||im|| ,
the unit vector in the direction of im in the image plane, which we cannot truly
‘see’ as it is ‘behind’ the visible horizon of the sphere. If ||im||2 < rg2, q(t) = 0 has
two solutions, corresponding to the two intersections of the line containing vp and
such an im with the unit sphere using the form that avoids the potential instabil-
ity of the conventional solution formula. As the mouse crosses the grazing circle
back and forth, there is a discontinuity in the mapping to the unit sphere that can
cause the virtual trackball to jump unnaturally. Since we initialize and terminate
each drag of the ball with a mouse-down and mouse-up event, respectively, this
unwanted behavior can be easily prevented by imitating a fictitious mouse-up and
mouse-down event each time we cross the horizon.
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Once a mouse-down event initializes our first unit vector uI = um0, then until
the next mouse-up event, in each cycle we acquire the new mouse pixels and obtain
the second unit vector uF = um1 specifying the rotation we wish to perform. After
performing the inverse rotation on the viewing frame using the simple transvection
algorithm described in the paper, we update our viewpoint using the new view
direction and the known view distance from the viewpoint to the origin. The final
step we must perform is to transform our previous second mouse unit vector uF
to become the next initial unit vector. We cannot just let the new uI be the old
uF since, due to the rotation of the viewing frame, that unit vector no longer
corresponds to the point on the screen from which it was obtained, and if we did
so and left the mouse still, the object would rotate uncontrollably. Fortuitously, we
can check that the unit vector that now corresponds to this pixel is just the old uI !
In other words, we only have to compute uI once per drag, and during each frame
of our interactive animation, we only need to compute one square root to obtain
the new uF . If we do this, and leave the mouse down but static, our object does
not move. (We could also rotate or not depending upon a mouse-moved event.)
When a mouse-up event occurs, we have the option of stopping the motion, or if we
leave uF fixed, the latest rotation will be repeated indefinitely, simulating inertial
motion of our object.

A working example, sufficient for many purposes, of the implementation de-
scribed above, may be found along with codes and figures, at:
<http://www.math.utah.edu/∼palais/transvection.html>. In it, we define a
function that reflects a vector v in the vector u and puts the result in w:

function reflect(v,u,w,normfac) {
c = normfac*dot3(v,u);
for (i=0; i < 3; i++) w[i] = c*u[i]-v[i];
}
(where dot3 implements the dot product in R3) and use it to define a function that
does two reflections to perform a rotation:

function rotate(v,b,normfac,u I){
reflect(v,b,w,normfac);
reflect(w,u I,v,2);
}
Then, literally, every time we move the mouse and acquire a new unit vector uF ,
the only lines of code we need to execute in order to perform the specified rotation
on the viewframe and viewpoint are:

function transvectviewframe(){
for (i=0; i < 3; i++) s[i] = u I[i]+u F[i];
normfac = 2.0/dot3(s,s);
rotate(vd,s,normfac,u I);
rotate(iu,s,normfac,u I);
cross(vd, iu, ir);
for (i=0; i < 3; i++) vp[i] = -viewdistance*vd[i];
}
where cross implements the cross product in R3. If there is a simpler, more efficient
code to perform this rotation, given uI and uF , the authors would be interested in
learning of it. An analysis of operation counts using various methods can be found
at: <http://en.wikipedia.org/wiki/Quaternions and spatial rotation>.
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Two University of Utah students have carried out implementations of our transvec-
tion trackball algorithm; one, Chuanbin Peng, in C++/OpenGL/FLTK and com-
piled under Microsoft Visual Studio (UNIX/Linux environments), the other, Eric
Brown, for the Nintendo DS video games platform at Sensory Sweep Studios. The
authors have implemented it in Pascal, Java, and NI LabVIEW.

We have also implemented numerous utility algorithms documented at the link
above. Most notably, conversion from a unit quaternion Q = [q,q] to a reflecting
pair (u0,u1) may be thought of in purely linear algebraic terms as the problem
of finding unit vectors having prescribed scalar q and vector products. A useful
result is that if u is any unit vector orthogonal to q, then (u, qu + q × u) and
(qu − q × u,u) are reflecting pairs equivalent to Q. We can check by performing
the reflecting pair to quaternion map, i.e., taking their scalar and vector products
and applying vector identities. To convert a rotation matrix ρ to a reflecting pair,
we note that its axis v is defined by (ρ − I)v = 0, so we may take u0 to be any
non-zero column of ρT − I. Then since u1 should be the bisector of u0 and its
image under ρ, u1 is the corresponding column of the anti-symmetric part, A, of ρ:
1
2 ((ρT − I) + ρ(ρT − I)) = 1

2 (ρT − ρ) = R. Taking non-generic cases when R = 0
into account also leads to a new proof of Euler’s theorem (32,33]).

Shoemake’s Arcball ([40, 41]) implements a rather different model for mouse-
controlled rotation than other virtual trackballs. Rather than performing incremen-
tal, path-dependent rotations, the rotation performed depends only on the point
at which the mouse was clicked (down) and the current location of the mouse,
and is therefore path-independent. Also, the current unit vector does not specify
the direction to which the initial unit vector has been dragged, but the bisector
of those directions. Because of this, the object is rotated twice the angle between
these vectors on the virtual trackball, and a full-turn of an object can be achieved
without lifting (un-clicking) the mouse. The codes for Arcball may be found on
the Web. We have also implemented a version using transvection simply by re-
placing reflection in the bisector with reflection in the current mouse unit vector,
and instead of reflecting in the previous mouse unit vector, converted to the new
coordinate system, we reflect in the initial mouse unit vector, converted at each
step. While the former changes on the screen but remains constant relative to the
changing coordinate system, the latter is fixed on the screen, but changes relative
to the changing coordinate system. It is also linked from:

<http://www.math.utah.edu/∼palais/transvection.html>
(The original Arcball also draws a great circle arc from the initial mouse point to
the point where it has been rotated, and we have implemented this approximately.)

For treatments of more sophisticated aspects of graphics, including clipping,
sorting and drawing order, lighting and shading, etc., see e.g., ([15,40]).
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